


O mnie

● Z wykształcenia psycholog
● Pracuję jako programistka
● Rozwijam się w cybersecurity

● Fanka F1 i szydełkowania

https://www.linkedin.com/in/lenasedkiewicz/ 
https://lenasedkiewicz.com/ 

https://www.linkedin.com/in/lena-sedkiewicz/
https://lenasedkiewicz.com/
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Coś trzeba zrobić…



Microsoft
Copilot



Google Bard
/ Gemini

Claude

DeepSeek



Claude Code



A jakoś żyć trzeba…



Jak przejść
z tego punktu…



…do tego 
punktu?



Poznaj swojego
wroga 
sprzymierzeńca



Historia
11950 - Test Turinga

Czy maszyna potrafi prowadzić 

rozmowę w taki sposób, że nie 

jesteśmy w stanie określić, czy jest 

człowiekiem czy maszyną?
2

1966 - ELIZA

Program symulujący… 

psychoanalityka.

Bardzo udana symulacja rozmowy.

1974-1980

1958 Perceptron

Pierwsza implementacja AI (wg 

niektórych źródeł)

narzędzie do uczenia nadzorowanego 

klasyfikowania obrazów



3Lata 80. - Sieci neuronowe
Rozwój systemów naśladujących 

uczenie się mózgu ludzkiego

Błędne przekonanie "nagłego wynalezienia": AI nie powstała niedawno - to 40 lat między sieciami neuronowymi a praktyczną AI pokazuje, że przełomowe technologie potrzebują czasu na 

znalezienie odpowiedniego sprzętu i danych.

1987-1994

Historia



4
1999 - Karty graficzne

GPU z gier wideo dają AI potrzebną 

moc obliczeniową

52010 - Eksplozja danych

Internet staje się niekończącym się 

źródłem materiałów treningowych 

dla systemów AI 6 2017 - Transformery Google

Przełom w przetwarzaniu całych 

zbiorów danych zamiast słowo po 

słowie - architektura uczenia 

głębokiego

Historia



Błędne przekonanie 

"nagłego wynalezienia"

1950 - 1980 - 2023

Historia



Rodziny modeli i ich specjalizacje
OpenAI 

Rodzina GPT (3.5, 4.0, 4.1): 

Szybkość + niski koszt + wysoka 

inteligencja

Rodzina o (o1, o3): Modele 

rozumowania myślące krok po 

kroku - jak ludzie

Google Gemini

Nano: aplikacja na Android

Flash: Szybkość

Pro: Równowaga

Ultra: Maksymalna moc do 

głębokiej analizy

Integracja z usługami Google

PS > Notebook LM

Claude Anthropic

Haiku: Szybki/lekki

Sonnet: Zrównoważony

Opus: Najpotężniejszy

Dobrze operuje na długich 

kontekstach

PS > Claude Code





https://media-cldnry.s-nbcnews.com/image/upload/t_fit-1500w,f_auto,q_auto:best/mpx/2704722219/2025_01/f_mo_dee
pseek_250129-swc18d.jpg

https://www.google.com/url?sa=i&url=https%3A%2F%2Fwww.nytimes.com%2F2025%2F01%2F29%2Fworld%2Fasia%2Fdeepseek-china-censorshi
p.html&psig=AOvVaw1muwDrlYVm8wlwSF_5jA7l&ust=1758784807511000&source=images&cd=vfe&opi=89978449&ved=0CBUQjRxqFwoTCMC80
Y_u8I8DFQAAAAAdAAAAABA6





https://www.google.com/url?sa=i&url=https%3A%2F%2Fwww.cnn.com%2F2025%2F07%2F08%2Ftech%2Fgrok-ai-antisemitism&psig=AOvVaw2VU
JZi9Xg-pk2VOA-5C7ma&ust=1758784764957000&source=images&cd=vfe&opi=89978449&ved=0CBUQjRxqFwoTCPDO2Pvt8I8DFQAAAAAdAAAA
ABAE



LLM i SLM



Modele vs aplikacje



Modele (wg Claude)

LLM:
● GPT-4, GPT-3.5 (OpenAI)
● Rodzina Claude 4  (Anthropic) - w tym Claude 

Opus 4 i Claude Sonnet 4
● Gemini (Google)
● LLaMA 2 (Meta)
● PaLM (Google)

Generowanie obrazów:
● DALL-E 3 (OpenAI)
● Midjourney
● Stable Diffusion
● Firefly (Adobe)



Produktywność:
● ChatGPT, Claude, Bard do ogólnej pomocy
● Grammarly do pomocy w pisaniu
● Notion AI do robienia notatek
● Jasper do tworzenia tekstów 

marketingowych

Rozwój (oprogramowania):
● GitHub Copilot do uzupełniania kodu
● Cursor do kodowania wspomaganego przez 

AI
● Replit AI do pomocy w programowaniu
● Claude Code do zadań związanych z 

kodowaniem w terminalu

Aplikacje (wg Claude)



Knowledge Cutoff Dates - wiedza w LLM

Trenowanie na zamkniętych 
zbiorach danych
AI wie “wszystko” do określonej 

daty, potem udaje, że wie ;)

• GPT-4o (październik 2023)

• Claude 3 (sierpień 2023)

• https://github.com/HaoooWang

/llm-knowledge-cutoff-dates

• aktualizacje - kosztują

https://github.com/HaoooWang/llm-knowledge-cutoff-dates
https://github.com/HaoooWang/llm-knowledge-cutoff-dates


Knowledge Cutoff Dates - wiedza w LLM

Trenowanie na zamkniętych 
zbiorach danych
AI wie “wszystko” do określonej 

daty, potem udaje, że wie ;)

• GPT-4o (październik 2023)

• Claude 3 (sierpień 2023)

• https://github.com/HaoooWang

/llm-knowledge-cutoff-dates

• aktualizacje - kosztują

Wsparcie RAG
Retrieval-Augmented 

Generation:

• korzystanie z zewnętrznych 

źródeł informacji w czasie 

rzeczywistym

• Synteza odpowiedzi z aktualnymi 

informacjami

https://github.com/HaoooWang/llm-knowledge-cutoff-dates
https://github.com/HaoooWang/llm-knowledge-cutoff-dates


Knowledge Cutoff Dates - wiedza w LLM

Trenowanie na zamkniętych 
zbiorach danych
AI wie “wszystko” do określonej 

daty, potem udaje, że wie ;)

• GPT-4o (październik 2023)

• Claude 3 (sierpień 2023)

• https://github.com/HaoooWang

/llm-knowledge-cutoff-dates

• aktualizacje - kosztują

Wsparcie RAG
Retrieval-Augmented 

Generation:

• korzystanie z zewnętrznych 

źródeł informacji w czasie 

rzeczywistym

• Synteza odpowiedzi z aktualnymi 

informacjami

Jakość źródeł
Odpowiedź AI - tak dobra jak 

znalezione informacje online:

• Mogą być stronnicze

• Mogą być niedokładne

• Krytyczne myślenie jest 

kluczowe

https://github.com/HaoooWang/llm-knowledge-cutoff-dates
https://github.com/HaoooWang/llm-knowledge-cutoff-dates


Mity o AI
Mit świadomości

AI nie myśli ani nie czuje jak ludzie - 

za jego “ludzkimi: odruchami i 

słowami stoi trening i wzory 

matematyczne. Nie ma świadomości 

ani emocji



Mity o AI
Mit bezbłędności

AI może "halucynować" -  w czym 

przypomina człowieka :)

Klucz - weryfikacja!



Mity o AI
Mit świadomości

AI nie myśli ani nie czuje jak ludzie - 

za jego “ludzkimi: odruchami i 

słowami stoi trening i wzory 

matematyczne. Nie ma świadomości 

ani emocji

Mit bezbłędności

AI może "halucynować" -  w czym 

przypomina człowieka :)

Klucz - weryfikacja!

Mit rozmiaru - im większy model tym lepszy

Każdy model sprawdzi się w innym kontekście (równowaga wiedza - koszt)



A propos halucynacji…



Popularne Aplikacje AI i Wyspecjalizowane Narzędzia

ChatGPT - Najbardziej Znany
Naturalne rozmowy, kontekst w długich 

czatach, adaptacja tonu od 

profesjonalnego do zabawnego

Claude - Mistrz Dokumentów
Do 200k słów, analiza prac 

badawczych/umów/złożonych 

dokumentów

Google Gemini - Integracja 
Ekosystemu
Bezpośrednia pomoc w 

Dokumentach/Gmail, multimodalne 

możliwości

GitHub Copilot, Cursor
AI partner programista znający dziesiątki 

języków, wyjaśnianie kodu

Grammarly, Notion AI
Gramatyka/styl, organizacja myśli/notatek, 

całe zestawy slajdów

Przewaga specjalizacji: Skupione narzędzia często przewyższają ogólne asystenty w swoich obszarach, szybsze i bardziej 

dopracowane codzienne zadania



Popularne Aplikacje AI i Wyspecjalizowane Narzędzia

ChatGPT - Najbardziej Znany
Naturalne rozmowy, kontekst w długich 

czatach, adaptacja tonu od 

profesjonalnego do zabawnego

Claude - Mistrz Dokumentów
Do 200k słów, analiza prac 

badawczych/umów/złożonych 

dokumentów (programowanie?)

Google Gemini - Integracja 
Ekosystemu
Bezpośrednia pomoc w 

Dokumentach/Gmail, multimodalne 

możliwości

GitHub Copilot, Cursor | Deepseek?
AI partner programista znający dziesiątki 

języków, wyjaśnianie kodu

Grammarly, Notion AI
Gramatyka/styl, organizacja myśli/notatek, 

całe zestawy slajdów (Gamma)

Przewaga specjalizacji: Skupione narzędzia (znaczy że co?) często przewyższają ogólne asystenty w swoich obszarach, szybsze i 

bardziej dopracowane codzienne zadania (też, ale…)





LLM ogólnego przeznaczenia

Rozpoznanie potrzeby
AI analizuje żądanie użytkownika

Wywołanie narzędzia
Wybiera odpowiednie narzędzie

Wykonanie zadania
Narzędzie realizuje konkretne działanie

Integracja wyników
AI łączy rezultaty w spójną odpowiedź



Wyspecjalizowane 
Narzędzia AI

Programowanie

GitHub Copilot

Deepseek

Chat GPT 5

Gemini 2.5

Claude

Inne narzędzia

Grammarly

Gamma

Perplexity

Przewaga specjalizacji
(w pewnych kontekstach)

PLLuM

Bielik AI

CodeSignal



Modele “lżejsze”
● proste i szybkie odpowiedzi

● pisanie e-maili

● tłumaczenia

● podsumowania tekstów

● pomysły na weekendowy odpoczynek

Plusy?

● szybsze

● tańsze



Modele “rozumujące” (reasoning)
● analiza wprowadzonych danych pod kątem 

zadanych pytań

● kompleksowe podejście do problemu

● debugowanie skomplikowanego kodu

● optymalizacja rozwiązań

● omówienie architektury

Plusy?

● pogłębiona analiza

● wnioskowanie ze zbiorów danych



Ograniczenia AI
1 Bezpieczeństwo

Mowa nienawiści

tworzenie ransomware

Porady medyczne / finansowe / prawne

2 Technikalia
Nie zawsze aktualna wiedza

utrzymanie kontekstu

prywatność danych

trenowanie na danych

3 Zgodność z polityką firmy





AI vs Programowanie
Tradycyjne Programowanie

● Jasno określone instrukcje, rozbijane na kolejne funkcje / kroki w trakcie 

implementacji

● Logika “jeśli… to…” (kata)

● Bazujemy na “reaktywności” narzędzi (kliknięcie - reakcja)

● To człowiek dźwiga największe ciężary



AI vs Programowanie
AI i rozpoznawanie wzorów

● na bazie nabytej wiedzy przewiduje dalsze kroki

● korzysta z dużej ilości wzorów, potrafi analizować wymogi w czasie 

rzeczywistym, zadać dodatkowe pytania

● “autouzupełnianie na sterydach"

● człowiek pełni funkcję kontrolną (albo i nie…)





Architektura / technologie



Planowanie



Utrzymanie kodu



Testy i dokumentacja



Naprawa bugów



Perspektywa klienta



“Obchodzenie” halucynacji



Co AI oferuje (nie tylko) 
programistom

Wsparcie pracy jako “inteligentny” asystent (choć wciąż 
trzeba dbać o nadzór)

Przyspieszenie realizacji (szczególnie żmudnych) zadań 
(e-maile, proste fragmenty kodu)

wsparcie w złożonych działaniach (modele rozumujące), jak 
np. research, pogłębiona analiza, architektura nowego 
oprogramowania (lub pewne jej aspekty) etc. 



Na co uważać?

AI bazując na wiedzy “z sieci” wcale nie musi popełniać mniej 
błędów niż człowiek

Pilnujemy, by dane wrażliwe nie wyciekły a AI miało właściwie 
nadane uprawnienia

- AI Act
- Polityka firmy

Czy chcemy, by AI trenowało na naszych danych?



Cyberbezpieczeństwo

Polityka prywatności
i polityka firmy
(poziom pracownika)

Dane i problem ich 
usunięcia z modelu

Weryfikacja danych 
podanych przez model

Analiza 
bezpieczeństwa kodu



Automatyzacja
Budowanie workflow na bazie agentów, którzy 

odtwarzają kolejne etapy tworzenia kodu, np. 

kodowanie, code review, fixy etc.

Poziom monitorowania zmian - zależny od 

przeznaczenia systemu



Czas na praktykę

Level: entry



Piszemy aplikację



Piszemy aplikację



Piszemy aplikację



Promptowanie
- “cyzelowanie” promptu

- dialog z AI

- podawanie przykładów

- dużo własnego testowania

- “Wciel się w rolę…”



Dodatkowe wsparcie



Dodatkowe wsparcie



Dodatkowe wsparcie



Dodatkowe wsparcie



Nauka



Droga środka



Granice są w głowie.
Potem jest już tylko 
nowy świat.









Q & A
01

Ćwicz wybór modelu
Regularna ocena który typ AI pasuje do różnych scenariuszy. Śledź różnice w jakości 

wyników między różnymi typami modeli i dostawcami.

0

2Świadomość budżetowa
Zrozum implikacje kosztowe wyborów modeli. Dopasowuj możliwości narzędzia do 

konkretnych wymagań zadania, aby optymalizować wydatki.

0

3Historyczna perspektywa
Pamiętaj o 70-letnim rozwoju sztucznej inteligencji. Rozpoznawaj wzorce i trendy dla 

praktycznego wdrożenia AI w życiu codziennym.

Kluczowa zasada: AI to nie zamiennik ludzkiego myślenia, ale potężne narzędzie wzmacniające nasze możliwości. Sukces leży w mądrym wykorzystaniu jego potencjału.


